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This paper reviews some important points of spanebases, the reason of their
generation and after that three methods are predenivhich allow the
approximation of the missing rules with reasonatidégnand on computing. The
delimitations and advantages of these methodsrasepted, too.

SOME IMPORTANT QUESTIONS OF SPARSE RULE-BASES AND
THE REASONS OF THEIR GENERATION

Fuzzy systems based on a sparse rule-base do vetrhias for all the possible
combinations of observations. Thus a system workwith classical fuzzy
reasoning e.g. based on Compositional Rule of émigg can fire none of the rules
by some observed values and will have no output.

Fig. 1.

As an example let us see a system having an inpgtistic variable with a
partition as it can be seen in Fig. 1. There alesrior the linguistic terms Aand
A,, but there is no rule for the fuzzy set A* markkeddashed lines. In the case of
an observation of x=x* and the lack of a rule wittatching antecedent part the
system can not produce an output.

How can a sparse rule-base emerge?

Essentially a sparse rule-base takes its origim fooe of the three reasons specified

below:

1. The rules generated from information obtained frerperts or from other
sources (e. g. neural network-based learning tgales) do not cover all the
possible observation values. For instance assuthmgpartition in Fig. 1. on a



one dimensional universe of discourse the rule-bade contains elements that
have only the fuzzy sets,Ar A, as antecedents.

A y
W

[
A, A, As A ®<Aq

» »

=

X X1
Fig. 2.

2. Gaps between the fuzzy sets can be arisen dure§rib-tuning of the system
due to the modification of the shape of memberfimgtions (Fig. 2.).

3. The number of the linguistic variables is so higatteven if all the possible
rules can be found out they could not be storedeuride given hardware
conditions. For instance assuming an observatitn m43 dimensions and k=5
linguistic terms for each variable and supposirgg th the antecedent parts of
the rules only the AND relations are allowed andaakecedents contain each
dimension, R=125 rules would be needed. Taking no notice ofcaheditions
mentioned above the number of the rules grows ¢ great number of the
rules increases the duration of the inference, Tdms the performance of the
system is decreasing. Making a rule-base spargeiatty could be a possible
solution for such cases.

METHODS APPLICABLE IN CASE OF SPARSE RULE-BASES

In the lack of coverage by some observations metihaded on rule approximation
for turning out the consequence set should be eghpl\s a first step should be
assured that each input linguistic variable hasavering partition, where should

be greater than zero. It can be fulfilled by introthg new linguistic terms.
Observing a value without any rule in the coursesydtem operation produces a
new rule considering the existing rules in the hbmurhood of the observation.
The principle is the more similar an observatioamoantecedent part of a rule is the
better it should resemble the estimated resulb@®itbnsequent part of that rule [1].
The condition of the approximation is that therewdd exist at least a partial
ordering relation over the fuzzy sets occurringthe antecedent and consequent
parts of the rules [2]. First the similarity of fiyzsets should be defined to solve the
problem. This can be determined by evaluating thaxce of the sets.

THE DISTANCE OF FUZZY SETS

The precedence relation is defined by fuzzy sets thie help ofu-cuts. Let the A
and B fuzzy sets be normal and convex and letndfsup be the infinum respective
the supremum of an-cut. If for [0 al1(0,1] the conditions inf{A}< inf{B .} and
sup{A.< sup{B,} are hold, A<B is fulfilled. The distance of twau#zy sets is
expressed by means of a fuzzy set which is defowea the interval [0,1]. In the



course of calculations the Euclidean distances é@tvthe end points of thecuts
are considered. These are called lowef )(and upper ¢°) distances and are

calculated by formulas (1) and (2).

de (A, A,)=inf{As}-inf{A7} (1)
dg(A.A,)=suf A? }-sud A7} 2)

In the following sections three important intergma-based methods are presented
which can be used during the rule approximation.

KOCZY AND HIROTA'S METHOD

An important precondition of applying the K&H methes that we should find at
least two rules surrounding the observation. Ledersote with B(B,, B,, etc.) the
linguistic terms of the output linguistic variabld. one is using distance-based
similarity measure, the basic idea of the rule apipnation is that the closer the x
observation belonging to the A* fuzzy set to théeaadent A(A, Ay, etc.) is, the
closer the consequent set of the estimated ruleldhe to the Bconsequent. This
expectation can be fulfilled proportioning the distes [2].

The rule-system shown in Fig. 1. contains two rulesch of them contains only
one linguistic term in its antecedent and consegpart. The rule-base is sparse,
therefore in case of an input value betweenaAd A a rule approximation is
needed for the inference. Building the distancggrtions (3) and using the (1) and
(2) formulas in the case of eaohcut the lower (4) and upper (5) points of the
consequence fuzzy set can be determined.

d’ (A&’ A*) _d7 (Bf’ B*) (3)

where i can be L or U depending on whether lowerpgrer point was calculated.
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The needed consequence fuzzy set is determinegatution form as a union of
cuts. The K&H linear interpolation only works efat if the shape of the
antecedent fuzzy sets are simple, possibly pieeelvisar (e.g. triangle). Fulfilling
this condition makes possible the description of thets with only a few
characteristic points. Thus it can be achieved tttcalculations have to be made
only for the significanti-cuts.

The benefits of the above presented interpolativethod are the easy
interpretability and feasibility as well as the las@mputational complexity. Its
drawback is that it can be applied only in casac@omplishment of the conditions
given in (6) and (7) [3]. In other cases it canegbirth of abnormal fuzzy sets.
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THE LINEAR INTERPOLATION-BASED METHOD PROPOSED BY
HSIAO, CHEN AND LEE [3]

The author's aim was the development of an apprattan method which
guarantees the triangular form of the consequegica £ase of antecedents having
triangular shapes. The method is based on K&H patation. As a first step the
base points of the consequence are determinedyaen a level (generallyo=0)
with the K&H method and after that the highest parcalculated.

Further on only the solution of this latter taskpresented. Let us notate withakd

t (i=1,*,2) the left and right slopes of the threegliistic terms in Fig. 1. Further on
let us notate withland m (i=1,*2) the left and right slopes of the threegluistic
terms of the output linguistic variable and let

K. = kx+Kk,y (8)
t. =t x+t,y 9

where x and y are real numbers. x and y can berdeted from the above two
equations supposing the proportion of the slopessézh set is different. Let us
notate with hsl{B;} the value of the universe of discourse correspundo the

highest point of the estimated set. In this casestbpes of the consequence can be
expressed by the formulas given in (10) and (1@9nFthese the value dfs{B;}
(12) can be determined.

l-a
hstB,[-inf{B, |

h =|hx+hylc= (10)
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hSt{B;}= m(sur{B;})—h(inf{B;}) (12)

m—-h

m = —-mx+m,yjc = (11)

One of the advantages of this method is that iegees normal fuzzy sets on such
occasions when the conditions of the K&H interpolatare not met. It has low
computational pretensions and is well applicablesnvithe known membership
functions have triangular forms. As disadvantagelmamentioned that this method
is not generally usable for all the membership fimctypes.

THE MODIFIED a-CUT BASED INTERPOLATION

The method MACI developed by Tikk and Baranyi [5kes the vector
representation of fuzzy sets suggested by Yam amrKin [4]. For instance the
fuzzy set in Fig. 4. is an isosceles triangle, Whian be given through three points
([a1, @, &)™), which are called characteristic points.

During the short presentation of this method we @rly dealing with the upper
edge ([a, a]™ ), the lower edge can be handled similarly. Thiefscare referred to
by two indexes with the notatior).arhe first one (i) is the number of the rule. In
our example this can be 1 or 2. The second onéhasserial number of a
characteristic point of the fuzzy set determinedthyy first index. In our case it
could be 0 or 1. Thus,gay, 311]'1 is the vector describing the antecedent part of
that rule which is the left side one from the neateo rules wich surround the
observation. The consequent fuzzy sets are dedciiba similar way, e.g. in the
case of the first rule;5[byo, bi] ™

During the interpolation of the consequence beloggio the observation x a
coordinate transformation is made. It happens om plirpose to avoid the
possibility of abnormal reasoning. The non-negatigsult and the monotonous
increasing coordinate values of the consequenceassered, too. The vector
describing the upper edge is given by the formglaswn below in case of the
approximation of the consequent fuzzy set by agudar shape.

y=yo® (8)
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The method is well suitable for the case of comgleaped membership functions,
too. Its advantages can be summarized in the follgpwoints.

The computational time is not increased in comparisvith the basic
interpolation type.

The conclusion preserves the piecewise linearityttie intervals between the
characteristic points [2] with a good approximation

The abnormal results are avoided.

CONCLUSION

Fuzzy systems using classical reasoning methodsnoamproduce an output for
each possible input value when their rule-baspasse. A sparse rule-base takes its
origin from insufficient information or from certaisteps of system development.

All

the three presented linear interpolation-basglé approximation methods are

easy to put into practice and have a low need anpatational time. The most
advantageous among them is the modiéienit based interpolation.
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